the average effect of these defects over the whole crystal. There will be perfect regions within the crystal, but defects such as dislocations and stacking faults do not normally dissect a crystal into discrete misoriented domains. The term 'ellipsoidal perfect domains' has been used above for convenience, but it should not be imagined that the authors believe in such objects per se. The expression (5) is a simple way of allowing the average perfect dimension along $\mathbf{N}$ to vary with crystal orientation.

It is not known whether the sample of $\mathrm{Cr}-\mathrm{Cl}$ boracite is exceptional in its defect structure for boracites, or for crystals grown by vapour transport. The form of a needle is, however, very unusual (Schmid, 1973). It is intended to continue with measurements of the kind described here, on boracites and other materials, in combination if possible with study of the defects by X-ray topography.

We should like to thank Dr G. S. Pawley for illuminating discussions and Dr S. E. B. Gould for her help in data reduction. One of us (RJN) gratefully acknowledges the financial support of a Science Research Council Research Fellowship.
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#### Abstract

An investigation has been carried out on the use of normalized, quasi-normalized and pseudo-normalized structure factors in the probabilistic procedures for phase assignment. A new statistical formula has been established for centrosymmetric space groups.


## Introduction

Several ways of normalizing structure factors are used in the procedures for the solution of the phase problem by direct methods. In part I of this paper (Giacovazzo, 1974a) we have recalled the definitions of the normalized structure factor $E_{\mathrm{h}}$, the quasi-normalized structure factor $\mathscr{E}_{\mathbf{h}}$ and a pseudo-normalized structure factor $E_{\mathrm{h}}^{\prime}$, this last advised by Karle \& Karle (1966). $E_{\mathrm{h}}$ ensures always that the mean-square $\left\langle E_{\mathrm{h}}^{2}\right\rangle=1$ with the consequent simplicity in some distribution functions: the quasi-normalized structure factor $\mathscr{E}_{\mathbf{h}}$ warrants greater simplicity in the derivation of the algebraic relations.

In the automatic procedures for the calculation of crystal structure invariants (Hauptman, Fisher, Hancock \& Norton, 1969), quasi-normalized structure factors are preferred: in actual symbolic-addition procedures or in the multisolution approach the use of $E$ or $E^{\prime}$ is a personal decision. Giacovazzo (1974a, b)
has shown that the statistical interactions among $E_{\mathbf{h}}, E_{\mathbf{k}}, E_{\mathbf{h} \pm \mathbf{k}}$ are not simple, but depend on the space groups and on the parity of the vectors $\mathbf{h}, \mathbf{k}, \mathbf{h} \pm \mathbf{k}$.
In fact, in centrosymmetric crystals the formula is

$$
\begin{equation*}
P_{+}\left(E_{\mathbf{h}}\right)=\frac{1}{2}+\frac{1}{2} \tanh \left[\frac{E_{\mathbf{h}}}{N^{1 / 2}} W_{\mathbf{h}, \mathbf{k}} E_{\mathbf{k}} E_{\mathbf{h} \pm \mathbf{k}}\right] \tag{1}
\end{equation*}
$$

where

$$
W_{\mathbf{h}, \mathbf{k}}=\frac{1}{m} \frac{\langle\xi(\mathbf{h}) \xi(\mathbf{k}) \xi(\mathbf{h} \pm \mathbf{k})\rangle}{\sqrt{p_{\mathbf{h}} p_{\mathbf{k}} p_{\mathbf{h}} \pm \mathbf{k}}}
$$

$m$ is the order of the space group, $\xi$ its trigonometric structure factor. If $E_{\mathrm{h}}$ is a non-centrosymmetric reflexion, we can write
$P\left(\varphi_{\mathbf{h}}\right)=\exp \left\{G_{\mathbf{h}, \mathbf{k}} \cos \left(\varphi_{\mathbf{h}}-\varphi_{\mathbf{k}}-\varphi_{\mathbf{h}-\mathbf{k}}\right)\right\} /\left[2 \pi I_{0}\left(G_{\mathbf{h}, \mathbf{k}}\right)\right]$, ( where

$$
G_{\mathbf{h}, \mathbf{k}}=\frac{1}{m} \frac{\langle\xi(-\mathbf{h}) \xi(\mathbf{k}) \xi(\mathbf{h}-\mathbf{k})\rangle}{\sqrt{p_{\mathbf{h}} p_{\mathbf{k}} p_{\mathbf{h}-\mathbf{k}}}} \frac{2}{\sqrt{ } N}\left|E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}-\mathbf{k}}\right| .
$$

If $E_{\mathbf{h}}, E_{\mathbf{k}}, E_{\mathbf{h}-\mathbf{k}}$ are general reflexions, equation (1) reduces to the well known Cochran \& Woolson (1955) formula and relation (2) to the classic Cochran (1956) formula. In general, however, the quantity $W_{\mathbf{h}, \mathbf{k}}\left|E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h} \pm \mathbf{k}}\right|$ is equal neither to $\left|E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h} \pm \mathbf{k}}\right|$ nor to $\left|\mathscr{E}_{\mathbf{h}} \mathscr{E}_{\mathbf{k}} \mathscr{E}_{\mathbf{h}+\mathbf{k}}\right|$; in the same way $G_{\mathbf{h}, \mathbf{k}}$ coincides neither with $2 / V N\left|E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}-\mathbf{k}}\right|$ nor with $2 / V N\left|\mathscr{E}_{\mathbf{h}} \mathscr{E}_{\mathbf{K}} \mathscr{E}_{\mathbf{h}-\mathbf{k}}\right|$. This fact requires a further search for the role of $E, \mathscr{E}$ and $E^{\prime}$ in the procedures which assign phase values by the Cochran-Woolfson or tangent formulas.

A new phase relation in centrosymmetric crystals
In a recent monograph (Giacovazzo, 1974c) we have suggested a way of generalizing in all space groups the probability distribution $P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right)$ of the pair $E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}$, derived by Hauptman \& Karle (1958) for $P \overline{1}$, when $\mathbf{h}$ is fixed and $\mathbf{k}$ varies through all reciprocal space. The result, for a centrosymmetric space group of order $m$, is

$$
\begin{align*}
& P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right)=\frac{1}{2 \pi \lambda^{1 / 2}} \exp \left[-\frac{1}{2} \mathbf{E} \lambda^{-1} \mathbf{E}\right] \\
& \quad \times\left\{1+\frac{1}{t^{3 / 2}}\left[\sum_{1}{ }^{\prime} \frac{\lambda_{30}}{3!0!} H_{3}\left(E_{\mathbf{k}}\right)\right.\right. \\
& \quad+\sum_{1}^{t} \frac{{ }_{j} \lambda_{03}}{0!3!} H_{3}\left(E_{\mathbf{h}+\mathbf{k}}\right)+\sum_{1}^{t} \frac{j_{12}}{1!2!} H_{1}\left(E_{\mathbf{k}}\right) H_{2}\left(E_{\mathbf{h}+\mathbf{k}}\right) \\
& \left.\quad+\sum_{1}^{t} \frac{{ }_{j} \lambda_{21}}{2!1!} H_{2}\left(E_{\mathbf{k}}\right) H_{1}\left(E_{\mathbf{h}+\mathbf{k}}\right)\right] \\
& \quad+\frac{1}{t^{2}}\left[\sum_{1}^{t} j \frac{\lambda_{40}}{4!0!} H_{4}\left(E_{\mathbf{k}}\right)\right. \\
& \quad+\sum_{1}^{t} \frac{j^{j} \lambda_{31}}{3!1!} H_{3}\left(E_{\mathbf{k}}\right) H_{1}\left(E_{\mathbf{h}+\mathbf{k}}\right) \\
& \left.\quad+\sum_{1}^{t} \frac{j \lambda_{22}}{2!2!} H_{2}\left(E_{\mathbf{k}}\right) H_{2}\left(E_{\mathbf{h}+\mathbf{k}}\right)+\ldots\right] \tag{3}
\end{align*}
$$

where

$$
\mathbf{E}=\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right), \delta=\left[\begin{array}{c}
1 \\
\frac{1}{t} \sum_{1}^{t} j^{j} \lambda_{11} \\
\frac{1}{t} \sum_{1}^{t} j^{j} \lambda_{11} 1
\end{array}\right]
$$

$\bar{\lambda}^{-1}$ the inverse matrix.
Moreover, $\lambda$ is the determinant of $\lambda,{ }^{j} \lambda_{r s}$ are the standardized cumulants of the distribution, $t$ is the number of atoms in the asymmetric region of the cell $H_{v}$ is the Hermite polynomial defined by the equation

$$
\begin{equation*}
H_{v}(x)=(-1)^{v} \exp \left[\frac{1}{2} x^{2}\right] \frac{\mathrm{d}^{v}}{\mathrm{~d} x^{v}} \exp \left[-\frac{1}{2} x^{2}\right] . \tag{4}
\end{equation*}
$$

By using linearization theory (Bertaut, 1959) we have obtained the following relations:

$$
\begin{aligned}
& \frac{1}{t} \sum_{1}^{t}{ }_{j} \lambda_{11}=\frac{1}{t} \sum_{1}^{t} \frac{1}{m}\left\langle\xi_{j}(\mathbf{h}+\mathbf{k}) \xi_{j}(\mathbf{k})\right\rangle=\frac{1}{V N} \mathscr{E}_{\mathbf{h}}: \\
& \frac{1}{t^{2}} \sum_{1}^{t} J \frac{{ }^{J}}{} \lambda_{40} \\
& 4!0!
\end{aligned}-\frac{1}{8 N} ;, \begin{aligned}
& \frac{1}{t^{2}} \sum_{1}^{t} \frac{{ }_{j} \lambda_{31}}{3!1!} \simeq \frac{1}{6 N^{3 / 2}}\left\{2 \sum_{1}^{t} \mathscr{E}_{\mathbf{h C}}-(2 m+3) \mathscr{E}_{\mathbf{h}}\right\} ; \\
& \frac{1}{t^{2}} \sum_{1}^{t} J \frac{\lambda_{22}}{2!2!}=-\frac{1}{2 N}-\frac{1}{4 N^{3 / 2}} \mathscr{E}_{2 \mathbf{h}} \ldots,
\end{aligned}
$$

where $\mathbf{C}_{s}$ is the $s$-symmetry operation ( $\mathbf{R}_{s}$ rotation component, $\mathrm{T}_{s}$ translation component) of the space group.

If we neglect in (3) all the terms bar the first, we obtain the expression

$$
\begin{align*}
& P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right)=\frac{1}{2 \pi\left(1-\mathscr{E}_{\mathrm{h}}^{2} / N\right)^{1 / 2}} \\
\times & \exp \left\{-\frac{1}{2\left(1-\mathscr{E}_{h}^{2} / N\right)}\left(E_{k}^{2}-\frac{2}{\sqrt{N}} \mathscr{E}_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}+E_{\mathbf{h}+\mathbf{k}}^{2}\right)\right\} . \tag{5}
\end{align*}
$$

It is easy to derive from (5) the relation [see Tsoucaris (1970) for $P \overline{1}]$

$$
\begin{align*}
& P_{+}\left(E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}\right)=\frac{1}{2} \\
& \quad+\frac{1}{2} \tanh \left[\frac{1}{V N\left(1-\mathscr{E}_{\mathbf{h}}^{2} / N\right)}\left|\mathscr{E}_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}\right|\right] \tag{6}
\end{align*}
$$

if we neglect in (3) terms of order $1 / N$ and higher, equation (6) is valid in all the space groups. By a property of the Hermite polynomials we may write

$$
\begin{aligned}
& \sum_{0}^{\infty} \frac{H_{v}(x) H_{v}(y)}{v!} t^{\nu}=\frac{1}{\sqrt{1-t^{2}}} \\
& \quad \times \exp \left[-\frac{1}{2\left(1-t^{2}\right)}\left(t^{2} x^{2}+t^{2} y^{2}-2 t x y\right)\right], \quad(|t|<1) .
\end{aligned}
$$

Consequently the result is

$$
\begin{align*}
& \sum_{0}^{\infty} \frac{H_{v}\left(E_{\mathbf{k}}\right) H_{v}\left(E_{\mathbf{h}+\mathbf{k}}\right)}{v!} \varrho^{\nu}=\frac{1}{\sqrt{1-\varrho^{2}}} \\
& \quad \times \exp \left[-\frac{E_{\mathbf{k}}^{2}+E_{\mathbf{h}+\mathbf{k}}^{2}-2 \varrho E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}}{2\left(1-\varrho^{2}\right)}\right] \\
& \quad \times \exp \left[\frac{1}{2}\left(E_{\mathbf{k}}^{2}+E_{\mathbf{h}+\mathbf{k}}^{2}\right)\right], \tag{7}
\end{align*}
$$

where $\varrho=\mathscr{E}_{\mathbf{h}} / N$. Equation (7) gives easily the relation

$$
\begin{align*}
P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right)=\frac{1}{2 \pi} \sum_{0}^{\infty} & \frac{1}{v!} H_{v}\left(E_{\mathbf{k}}\right) H_{v}\left(E_{\mathbf{h}+\mathbf{k}}\right) \\
& \times \exp \left[-\left(E_{\mathbf{k}}^{2}+E_{\mathbf{h}+\mathbf{k}}^{2}\right) / 2\right] \varrho^{v} . \tag{8}
\end{align*}
$$

If we take relation (4) into account, from (8) we deduce

$$
\begin{equation*}
P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right)=\sum_{0}^{\infty} \frac{1}{v!} \Phi^{(v+1)}\left(E_{\mathbf{k}}\right) \Phi^{(v+1)}\left(E_{\mathbf{h}+\mathbf{k}}\right) \varrho^{v} \tag{9}
\end{equation*}
$$

where

$$
\Phi^{(v+1)}(E)=\frac{\mathrm{d}^{v+1}}{\mathrm{~d} E^{v+1}} \Phi(E)
$$

and

$$
\Phi(E)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{E} \exp \left(-t^{2} / 2\right) \mathrm{d} t
$$

Let us integrate (9) term by term: we obtain

$$
\begin{align*}
& \int_{-\infty}^{E_{1}} \int_{-\infty}^{E_{2}} P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right) \mathrm{d} E_{\mathbf{k}} \mathrm{d} E_{\mathbf{h}+\mathbf{k}} \\
&=\sum_{0}^{\infty} \frac{\Phi^{(v)}\left(E_{1}\right) \Phi^{(v)}\left(E_{2}\right)}{v!} \varrho^{v} \tag{10}
\end{align*}
$$

which becomes, when $E_{1}=E_{2}=0$,

$$
\begin{equation*}
\int_{-\infty}^{0} \int_{-\infty}^{0} P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right) \mathrm{d} E_{\mathbf{k}} \mathrm{d} E_{\mathbf{h}+\mathbf{k}}=\sum_{0}^{\infty} \frac{\left[\Phi^{(v)}(0)\right]^{2}}{\nu!} \varrho^{\nu} . \tag{11}
\end{equation*}
$$



Fig. 1. The curves correspond to $N=40$.


Fig. 2. Percentage of positive products $E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}$ when a threshold value $\mathscr{E}_{t}$ is fixed.

The evaluation of the right-hand side of (11) may be made by comparing (9) to (5) when $E_{\mathbf{k}}=E_{\mathbf{h}+\mathbf{k}}=0$ : we obtain

$$
\begin{equation*}
\sum_{0}^{\infty} \frac{\left[\Phi^{(v+1)}(0)\right]^{2}}{v!} \varrho^{\nu}=\frac{1}{2 \pi \sqrt{1-\varrho^{2}}} . \tag{12}
\end{equation*}
$$

By integrating (12) in respect to $\varrho$ we deduce

$$
\begin{aligned}
& \int_{0}^{e} \sum_{0}^{\infty} \frac{\left[\Phi^{(v+1)}(0)\right]^{2}}{v!} \varrho^{v} \mathrm{~d} \varrho \\
&=\sum_{1}^{\infty} \frac{\left[\Phi^{(v)}(0)\right]^{2}}{v!} \varrho^{\nu}=\frac{1}{2 \pi} \arcsin \varrho .
\end{aligned}
$$

We may write finally equation (11) in the form

$$
\begin{equation*}
\int_{-\infty}^{0} \int_{-\infty}^{0} P\left(E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right) \mathrm{d} E_{\mathbf{k}} \mathrm{d} E_{\mathbf{h}+\mathbf{k}}=\frac{1}{4}+\frac{1}{2 \pi} \arcsin \left(\frac{\mathscr{E}_{\mathbf{h}}}{V N}\right) . \tag{13}
\end{equation*}
$$

The left-hand side of (13) represents the population of the normalized structure factors which lie in the third quadrant of the plane ( $E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}$ ). By the symmetry properties of equation (5) the left-hand side of (13) also represents the population contained in the first quadrant, while each of the second and fourth quadrants contains $\frac{1}{4}-1 / 2 \pi \arcsin \left(\mathscr{E}_{\mathbf{h}} / V N\right)$. In other words, if $\mathscr{E}_{\mathbf{h}}$ is positive, the population of the first and third quadrants is larger than $\frac{1}{2}$ : if $\mathscr{E}_{\mathbf{h}}$ is negative the second and fourth quadrants are more crowded than other two.

Relation (13) may be visualized by introducing the ellipse of concentration of the distribution (5):

$$
E_{\mathbf{k}}^{2}-\frac{2}{V N} \mathscr{E}_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}+E_{\mathbf{k}+\mathbf{k}}^{2}=4\left(1-\mathscr{E}_{\mathbf{h}}^{2} / N\right)
$$

As is well known, a uniform distribution over the area enclosed by this ellipse has the same first and second-order moments as the distribution (5). In Fig. 1 some ellipses of concentration are shown: the didactic value of the figure is related to its simplicity.

We can conclude that the percentage of positive products $E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}$, when $\mathbf{k}$ varies over all reciprocal space, is equal to $\frac{1}{2}+1 / \pi \arcsin \left(\mathscr{E}_{\mathrm{h}} / V N\right)$. If $\mathscr{E}_{\mathrm{h}}=0$, the percentage is equal to $\frac{1}{2}$ : if $\mathscr{E}_{\mathbf{h}}=V N$, all the products $E_{\mathbf{h}} E_{\mathrm{k}} E_{\mathbf{h}+\mathbf{k}}$ are positive.
This last result is in contrast with the CochranWoolfson (1955) formula

$$
\begin{equation*}
P_{+}\left(E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}\right)=\frac{1}{2}+\frac{1}{2} \tanh \left[\left|E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}\right| / V N\right] . \tag{14}
\end{equation*}
$$

Klug (1958), however, showed that equation (14) gives an understimate of the probability when the structure factors involved are large. Our result seems more accurate and agrees well with that of Tsoucaris (1970).

## A statistical meaning of the $\mathscr{E}$ threshold

In any method of direct phase determination reliable phase assignments are generally associated with the
larger $\mathscr{E}$ values. By the use of the multiple-sign relations, however, the probability formulae permit assignment of reliable phase values to reflexions with small $\mathscr{E}$ also [see, for an extreme case, Dewar (1970)].

Fourier synthesis resulting from the larger- $\mathscr{E}$ coefficients will be affected by an amplitude-termination effect (Bürgi \& Dunitz, 1971), particularly severe for structures containing some regularities. On the other hand, it may be advantageous to break off the procedure for the phase assignment at an early stage because of the very rapid propagation of the errors when incorrect signs have been assigned [see, for $P \overline{1}$, Mo, Hjortas \& Svinning (1973)].

Hence, in the automatic procedures for phase determination, a limited number of phases is assigned by fixing an $\mathscr{E}$ threshold ( $\mathscr{E}_{t}=0 \cdot 8-1 \cdot 4$ ). However, it may be difficult to judge a priori the worthiness of a given threshold if no absolute figure of merit based on statistical criteria is known. Equation (9) permits us to state a relation between $\mathscr{E}_{t}$ and the percentage of positive products $E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}$ that we must expect.

In fact, we deduce from (9) and (10) that the percentage of positive products, when $\mathscr{E}_{\mathbf{h}}$ is fixed and $\mathbf{k}$ varies with all the factors $\left|E_{\mathbf{k}}\right|>\mathscr{E}_{\mathrm{t}},\left|E_{\mathbf{h}+\mathbf{k}}\right|>\mathscr{E}_{t}$, is equal to

$$
\begin{align*}
P_{r}=\left\{\sum_{0}^{\infty} \frac{\left[\Phi^{(v)}\left(-\mathscr{E}_{2}\right)\right]^{2}}{v!}\right. & \left.|\varrho|^{v}\right\} /\left\{\sum_{0}^{\infty} v \frac{\left.\Phi^{(v)}\left(-\mathscr{E}_{t}\right)\right]^{2}}{v!}|\varrho|^{v}\right. \\
& \left.\left.+\sum_{0}^{\infty} \frac{\left[\Phi^{(v)}\left(-\mathscr{E}_{t}\right)\right]^{2}}{v!}-|\varrho|\right)^{v}\right\} . \tag{15}
\end{align*}
$$

Owing to the fast convergence of the series involved in (15), $P_{r}$ is easily computable. In Fig. 2 we have plotted some curves, each corresponding to a single value of $\mathscr{E}_{t}$. So, for a structure with $N=100$, the expected percentage of positive products $\mathscr{E}_{\mathbf{h}} \mathscr{E}_{\mathbf{K}} \mathscr{E}_{\mathbf{h}+\mathbf{k}}$, when $\mathscr{E}_{\mathbf{h}}=1.5$ and $\mathscr{E}_{t}=1.5$, is 0.76 : this percentage comes down to 0.70 when $\mathscr{E}_{t}=1.2$ and to 0.67 when $\mathscr{E}_{t}=1$.

In conclusion, any choice of $\mathscr{E}_{t}$ corresponds to an expected percentage of positive products $E_{\mathrm{h}} E_{\mathbf{k}} E_{\mathrm{h}+\mathrm{k}}$; for example, if we fix $\mathscr{E}_{t}=1.2$ for a structure with $N=$ 50 , we must expect, for $\mathscr{E}_{\mathrm{h}}=1 \cdot 40$, a value $P_{r}=0 \cdot 64$.

A suitable choice of $\mathscr{E}_{t}$, therefore, must take $N$ into account; so it seems reasonable to choose fairly large $\mathscr{E}_{t}$ for large structures, but for small structures we can lower the threshold. The occurrence of pseudo-symmetry or hyper-symmetry in the crystal structure, a reduced extension of the diffraction data, or accidental or systematic errors in the $|\mathscr{E}|$ values, can cause a lack of agreement between theory and practice.

A very important role in defining a 'good' value of $\mathscr{E}_{t}$ is played by the order of symmetry of the actual space group. In fact, in space groups of high symmetry multiple-sign relations are frequent from the early stages of the phase-assignment process. This condition, as is well known, makes the crystal structure solution much easier.
In space groups of low symmetry multiple-sign indications are comparatively less frequent and the error
propagation can be more rapid: higher threshold values $\mathscr{E}_{t}$ may be suitable in these cases. These considerations explain the results of Mo, Hjortas \& Svinning (1973) for $P \overline{1}$ group.

## The non-centrosymmetric case

By analysis slightly modified in comparison with that suggested by Hauptman (1972) we obtain the relation

$$
\begin{align*}
P\left(\varphi_{\mathbf{k}}, \varphi_{\mathbf{h}+\mathbf{k}} \mid A\right) & =\frac{1}{4 \pi^{2} I_{0}(A)} \\
\times & \exp \left\{A \cos \left(\varphi_{\mathbf{h}}+\varphi_{\mathbf{k}}-\varphi_{\mathbf{h}+\mathbf{k}}\right)\right\} \tag{16}
\end{align*}
$$

where

$$
A=\frac{2\left|\mathscr{E}_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}\right|}{\sqrt{N\left(1-1-\mathscr{E}_{\mathbf{h}}^{2} / N\right)}} .
$$

We emphasize once more that $\mathbf{k}$ and $\mathbf{h}+\mathbf{k}$ are general reflexions whereas $\mathbf{h}$ may be a general or a special reflexion. In accordance with the results obtained in part II (Giacovazzo, 1974b) of this series, the variance of the distribution (16) is bound to $\mathscr{E}_{\mathrm{h}}$ and not to $E_{\mathrm{h}}$.

## Conclusions

In this paper we have considered a special type of distribution $P\left(E_{\mathbf{h}}, E_{\mathbf{k}}, E_{\mathbf{h}+\mathbf{k}}\right)$, which corresponds to a random variable $\mathbf{k}$ when $\mathbf{h}$ is fixed. $E_{\mathbf{k}}$ and $E_{\mathbf{h}+\mathbf{k}}$, therefore, play the role of general reflexions $\left(\mathscr{E}_{\mathbf{k}}=\right.$ $E_{\mathrm{k}}, \mathscr{E}_{\mathrm{h}+\mathrm{k}}=E_{\mathrm{h}+\mathrm{k}}$ ), while $E_{\mathrm{h}}$ may be a general or a special reflexion. Under these conditions equation (13) tells us that the percentage of the positive products $E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}$ is bound, when $\mathbf{k}$ varies over all the reciprocal space, to the quasi-normalized structure factor $\mathscr{E}_{\mathrm{h}}$ and not to $E_{\mathrm{h}}$. This is not a surprising result, after the considerations made in parts I and II of this series.
From a more general point of view, however, in the probabilistic procedures for the phase assignment, one should not use $\mathscr{E}$ factors instead of $E$.
In fact, a measure of the reliability of the phase relation $\varphi_{\mathrm{h}} \simeq \varphi_{\mathbf{k}}+\varphi_{\mathrm{h}-\mathbf{k}}$ depends, in the non-centrosymmetric as well as in centrosymmetric space group, on the quantities

$$
\begin{equation*}
{ }_{m}^{1} \frac{\langle\xi(-\mathbf{h}) \xi(\mathbf{k}) \xi(\mathbf{h}-\mathbf{k})\rangle}{\sqrt{p_{\mathbf{h}} p_{\mathbf{k}} p_{\mathbf{h}}-\mathbf{k}}}\left|E_{\mathbf{h}} E_{\mathbf{k}} E_{\mathbf{h}+\mathbf{k}}\right| . \tag{16}
\end{equation*}
$$

If we limit ourself to considering merely the product $\mathscr{E}_{\mathbf{h}} \mathscr{E}_{\mathbf{k}} \mathscr{E}_{\mathbf{h}+\mathbf{k}}$, we can overestimate the reliability of the phase relationship; consideration of the product $E_{\mathrm{h}} E_{\mathrm{k}} E_{\mathrm{h}+\mathrm{k}}$ alone may lead us to an underestimate.

However, if one does not wish to spend calculation time in the evaluation of the quantity (16), the use of $E$ factors seems more suitable, according to the principles usually adopted for proper weighting.

No theoretical justification has been made, on the other hand, for the use of the pseudo-nolrmaized structure factors $E^{\prime}$ proposed by Karle \& Karle (1966).
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#### Abstract

It is found that covariance problems encountered in pseudosymmetric crystal structures are caused by an incorrect use of the least-squares refinement procedure. Rederivation of the least-squares equations for the situation in which the residual need not have the phase angle $\alpha$ or $\alpha+\pi$, where $\alpha$ is the phase angle associated with a trial structure, reveals that the minimization of the component at $\pi / 2$ to $\alpha$ has been omitted from the least-squares equations. Inclusion of the extra terms associated with this minimization reveals that it should now be possible to refine a centrosymmetric crystal in an non-centrosymmetric space group. It is also shown that the use of weights derived from counting statistics alone is incorrect and, with a correct weighting scheme, $\sum w \Delta^{2} /(n-m)$ should reduce to one in a single cycle. The weighting scheme is re-evaluated for further refinement cycles.


## Introduction

For the least-squares refinement of single-crystal structures from X-ray diffraction data it has been customary (International Tables for $X$-ray Crystallography, 1959) to minimize the sum of the $n$ weighted squared residuals $S_{1}=\sum_{h} w_{h}\left(\left|F_{o}\right|_{h}-\left|F_{c}\right|_{h}\right)^{2}$, where $w_{h}^{-1}=\operatorname{var}\left(\left|F_{o}\right|_{h}\right)$, by solving the equations

$$
\begin{aligned}
\sum_{j} & \sum_{h} w_{h}\left(\frac{\partial \Delta}{\partial u_{i}}\right)_{0 h}\left(\frac{\partial \Delta}{\partial u_{j}}\right)_{0 h}\left[u_{j}-\left(u_{j}\right)_{0}\right] \\
& =-\sum_{h} w_{h} \Delta_{0 h}\left(\frac{\partial \Delta}{\partial u_{i}}\right)_{0 h} ; \quad i=1 \text { to } m,
\end{aligned}
$$

where $\Delta=\left|F_{o}\right|-\left|F_{c}\right|$, the difference between the measured and calculated amplitudes. Throughout this paper the subscript $h$ implies the $h$ th observable and the subscript 0 implies evaluation with parameters $\left(u_{j}\right)_{0}$ of a trial structure. Now for $\Delta=\left|F_{o}\right|-\left|F_{\mathrm{c}}\right|$ and $\tan \alpha_{0}=\left(B_{c} / A_{c}\right)_{0}$ we use $\left(\partial \Delta / \partial u_{i}\right)_{\text {oh }}=-\left(\partial\left|F_{c}\right| / \partial u_{i}\right)_{0 h}=$ $-\left[\cos \alpha_{0}\left(\partial A_{c} / \partial u_{i}\right)_{0}+\sin \alpha_{0}\left(\partial B_{c} / \partial u_{i}\right)_{0}\right]_{h}$.

The application of this procedure reveals two apparent faults. Firstly the assumption that $w_{h}^{-1}=$ $\operatorname{var}\left(\left|F_{o}\right|_{h}\right)$ because $\left(F_{c}\right)_{h}$ is without error does not produce the expected result that $\sum_{h} w_{h} U_{h}^{2}=n-m$ in a single cycle. Secondly, in pseudosymmetric structures the apparent variances of parameters $u_{j}$ are usually in excess of calculated variances (Rae, 1973). This suggests that both the weighting scheme and the actual least-squares equations are at fault. Investigation shows that this hypothesis is indeed true and that the situation may be remedied.

## Theory

## The least-squares equations

Account should be taken of the fact that we are dealing with quantities $F=A+i B$ that do not have a fixed phase. If $\left(F_{o}\right)_{0}$ is an initial estimate of the phased quantity $F_{o}$ for which only the magnitude $\left|F_{o}\right|$ has been experimentally determined, then it is found that a different set of least-squares equations are generated by

